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Adding HyperlP into your network

HyperIP improves the performance of backup and replication applications over your IP WAN.
HyperlP does not alter application protocols nor modify any file systems. It efficiently
moves block or file data over the IP WAN under any network conditions.

HyperlP also provides:
= support of WAN speeds scaling from 1-800 Mb/s
= virtual or physical appliance footprint
= adaptive lossless block level compression
= time of day rate controls for changing throughput requirements

HyperlP requires at least two appliances (virtual or physical), one residing on each side of
the WAN, as shown in the figure below. Multiple applications, servers and storage at each site
can utilize the HyperlP data path. HyperlIP can also be deployed in a hub or mesh configuration.
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HyperIP terminates TCP connections locally and tunnels the data between HyperlPs using UDP
port 3919. Network devices filtering IP traffic in the data path between the HyperlPs must
be configured to allow UDP port 3919.

HyperlP must be in the data path to optimize the movement of data. HyperlP connects to a
(virtual) LAN switch with a single Gigabit Ethernet NIC and has two modes of operation to
facilitate being inserted into the data path:

e Gateway Mode: User must add route statements in the data movers (application
servers, storage devices, etc.) defining HyperlP as the IP gateway for the destination
IP addresses or networks. Alternatively, these IP route statements or redirect filters, may
be configured in a router. Gateway mode requires users to define HyperlP intercepts
based on IP addresses, TCP ports and/or protocols to determine what traffic to act on.

e Proxy Mode: HyperlP requires additional local IP addresses (proxy) which
represent remote IP addresses of the application servers or storage devices. This
local proxy IP address is then used to communicate with the remote application. HyperlP
is configured with a 1:1 mapping in which each destination IP address requires an
associated local proxy address. Applications that do not support Network Address
Translation (NAT) must use the HyperlP gateway mode.

Each HyperIP requires its own key associated with the HyperlP serial humber. You must
connect to the user interface on each HyperlP to retrieve its serial number and complete the form

at: http://www.netex.com/request-key to request the key.

For further explanation on the feature/functionality of HyperlP see the HyperlP User guide at:
http://www.netex.com/support/products/hyperip-documentation.
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HyperlP in a VMotion Network

The VMotion Network is leveraged within VMware environments to move Virtual Machines (VMs)
from one ESX server to another or to change storage for a VM. When running VMotion across a
WAN, TCP protocol is a potential bottleneck and can affect the time to complete a migration.
HyperlP shields TCP from WAN issues like latency and packet loss so the migration completes
as quickly as possible.

HyperlP is installed on a virtual machine within an ESX server. HyperlP can tunnel traffic from
the ESX server it resides on and/or from servers and storage outside its ESX server. Typically,
only one HyperlP per site is required.

The two user selectable VMotion options in vSphere 4.0 that will be discussed in this document
are:

Change Host — Can be performed for a live (running) or stopped (powered off) VM
Change Both Host and Datastore - Can be performed only for a stopped VM

The local ESX server requires routes to the remote ESX VMkernel and/or Service Console
depending on which VMotion change option is selected.

The examples in this guide are valuable for determining information required to deploy HyperlP in
the VMotion network. It also includes information required to complete the installation worksheets
in the HyperlP HyperStart Guide. The subsequent sections describe the VMotion data flows to
better understand how HyperlP is deployed with each type of migration.
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VMotion Change Host Migration Option

When performing a Change Host Migration traffic flows between ESX VMkernel NICs. The data
flow moving a VM from the ESX server “Canada” to the ESX server “Mexico” using HyperIP is
shown in the drawing below. The actual IP addresses in your VMotion network should be used to
replace the IP addresses in this example.

HyperlP Tunnel {UDP port 3919)

VMKernel VYMKernel
10.1.548 10.1.5.180

IEEE

Canada Mexico

The HyperlPs must be configured to intercept VMotion traffic for these sites (see Appendix A for
HyperlP configuration) and the VMkernel routing tables need to be modified to direct the traffic to
the HyperlPs. Local route statements are added to the VMkernel using the local HyperlP as the
gateway to the remote VMkernel. You must be logged into the ESX server with the authority to
make VMkernel routing changes.

HyperlP must be on the same subnet and VLAN as the VMkernel for the gateway statement to be
effective. If HyperIP can not be placed on the same network, contact support@netex.com for
other options to direct traffic to HyperlP.

In this example use the following IP routing statements in the ESX VMkernel to direct the traffic to
HyperlP during a VMotion Change Host Migration:
Use the following ESX CLI command to install a route on Mexico’s VMkernel to route
traffic to Canada’s VMkernel using the HyperlP on Mexico as the IP gateway:
esxcfg-route -a 10.1.5.48/32 10.1.5.164

You should receive the following response to the command above:
Adding static route 10.1.5.48/32 to VMkernel

Verify the route was added correctly using the “esxcfg-route —I” command.
VMkernel Routes:

Network Netmask Gateway
10.1.5.0 255.255.255.0 Local Subnet
10.1.5.48 255.255.255.255 10.1.5.164
default 0.0.0.0 10.1.5.50

Use the following ESX CLI command to install a route on Canada’s VMkernel to route
traffic to Mexico’s VMkernel using the HyperlP on Canada as the IP gateway:
esxcfg-route -a 10.1.5.180/32 10.1.5.74

You should receive the following response to the command above:
Adding static route 10.1.5.180/32 to VMkernel

Verify the route was added correctly using the “esxcfg-route —I” command.
VMkernel Routes:

Network Netmask Gateway
10.1.5.0 255.255.255.0 Local Subnet
10.1.5.180 255.255.255.255 10.1.5.74
default 0.0.0.0 10.1.5.50
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VMotion Change Host and Datastore Migration Option

When performing a Change Host and Datastore Migration, traffic flows between the ESX servers’
Service Console. The data flow for moving a VM from the ESX server “Canada” to the ESX
server “Mexico” using HyperlP is shown in the drawing below. The actual IP addresses in your
VMotion network should be used to replace the IP addresses in this example.

HyperlP Tunnel (UDP port 3919)

Service g ﬁ ﬁnsola
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Canada Mexico

The HyperlPs must be configured to intercept VMotion traffic for these sites (see Appendix A for
HyperlP configuration) and the ESX routing tables need to be modified to direct the traffic to the
HyperlIPs. Local route statements are added to each Service Console using the local HyperIP as
the gateway to the other Service Console. You must be logged into the ESX server with the
authority to make routing changes.

HyperlP must be on the same subnet and VLAN as the Service Console for the gateway
statement to be effective. If HyperlP can not be placed on the same network, contact NetEx
support at support@netex.com for other options to direct traffic to HyperlP.

In this example use the following IP routing statements to direct the traffic to HyperlP during a
VMotion Change Host and Datastore Migration:

Use the following ESX CLI command to install a route on Canada’s Service Console to
route to Mexico’s Service Console using HyperlP as the IP gateway:
route add -host 10.1.5.183/32 gw 10.1.5.74

Note: route may be made persistent by entering this
command in /etc/rc.local

Verify the route was added correctly using the “route” command.
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
10.1.5.183 10.1.5.74 255.255.255.255 UGH 0 0 0 vswifl
10.1.5.0 0.0.0.0 255.255.255.0 U 0 0 0 vswifl
0.0.0.0 10.1.5.50 0.0.0.0 UG 0 0 0 vswifl

Use the following ESX CLI command to install a route on Mexico’s Service Console to
route to Canada’s Service Console using HyperlP as the IP gateway:
route add -host 10.1.5.49/32 gw 10.1.5.164

Note: route may be made persistent by entering this
command in /etc/rc.local

Verify the route was added correctly using the “route” command.
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
10.1.5.49 10.1.5.164 255.255.255.255 UGH 0 0 0 vswifl
10.1.5.0 0.0.0.0 255.255.255.0 U 0 0 0 vswifl
0.0.0.0 10.1.5.50 0.0.0.0 UG 0 0 0 vswifl
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VMotion — Both Options of Migration

The most likely scenario is for HyperlP to be configured for both migration options. The complete
IP routing required for this scenario is noted below:

HyperlP Tunnel {UDP port 3919)

Canada Mexico

The VMkernel and Service Console routing information is shown below. The commands to
modify the routing tables are as described in the previous sections.

Canada’s routing tables should look like this to utilize HyperIP for both options:
[root@canada ~]# esxcfg-route -1
VMkernel Routes:

Network Netmask Gateway
10.1.5.0 255.255.255.0 Local Subnet
10.1.5.180 255.255.255.255 10.1.5.74
10.1.5.190 255.255.255.255 10.1.5.74
default 0.0.0.0 10.1.5.50

[root@canada ~]# route -n
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface
10.1.5.183 10.1.5.74 255.255.255.255 UGH 0 0 0 vswifl
10.1.5.0 0.0.0.0 255.255.255.0 U 0 0 0 vswifl
0.0.0.0 10.1.5.50 0.0.0.0 UG 0 0 0 vswifl

Mexico’s routing tables should look like this to utilize HyperIP for both VMotion options:

[root@mexico ~]# esxcfg-route -1

VMkernel Routes:

Network Netmask Gateway

10.1.5.0 255.255.255.0 Local Subnet

10.1.5.20 255.255.255.255 10.1.5.164

10.1.5.48 255.255.255.255 10.1.5.164

default 0.0.0.0 10.1.5.50

[root@mexico ~]# route -n

Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref Use Iface

10.1.5.49 10.1.5.164 255.255.255.255 UGH 0 0 0 vswifl

10.1.5.0 0.0.0.0 255.255.255.0 U 0 0 0 vswifl

0.0.0.0 10.1.5.50 0.0.0.0 UG 0 0 0 vswifl
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Appendix A-HyperlP Configuration

HyperlP may reside on its own internal switch and traffic sent outside the ESX server, through an
external switch and back to the HyperIP or HyperlIP could reside on the same virtual switch as the
VMkernel and/or Service Console NIC. For unrestricted performance, HyperlP should be
configured with a dedicated network interface.

The following information is required when configuring HyperlIP:
Interface IP address and network mask.
HyperlP hostname
HyperlP default gateway
HyperlP Domain name
IP addresses or networks utilizing HyperlP (required to configure intercepts)

Using this information follow the instructions in the HyperStart for HyperlP on VMware guide to
configure HyperlP for the VMotion Network. This document is found on the NetEx support
website in the docs section for your version of HyperlP:

http://www.netex.com/support/products/hyperip-documentation

Example screen shots of the configuration webpages are included on the following pages.
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This System webpage is used to configure or verify the basic system information and access
settings:

Local IP Hostname

Default Gateway

Local Domain

Data and Mgmt IP addresses and Network mask

< HyperIP chef

&« C' [ chefnetexsw.com/indexL.php

| =

H -'P Login: mone  HypsrlP State: running - noAHS Current Version: 6.1.0
yperi . ;

Host: chef  Key Expiration: 01 Dec 2016 Alternate Version: 6.1.0

® 2000-2015 Network Executive Software, Inc,

NOTE: In general, "nong" can be usad to specify that a parameter is to have no valus.
LOGIN |

3

select a page — v | HELP

Host Configuration

SERVICES | Display HypsrIF State ¥ ” Service Apply |

Host Apply

Local IP Hostuame
Full system hostuame for this it on the network (required). If vou.add 2 dot () and something to the hostname, it will be inferpreted as fhe

domam, bt the domain names st always match.
HELP Default Gateway
- IP address of the gateway to any address off the local subnet(s) for wluch there 1s no static route defined.
Name Reschver [optional)
Host Configuration List of IP addresses of Domain Name Server (DINS) hosts.
Local Domain (option:
Chack Panding Restarts # [P addresses, gateways or hostname are changed Mame of the local domain for this HyperlP host (normally “something com). T you add 3 domain (amy thing following 3 dot { )] to fhe hostame
mame.

1t should be the same as the domam.
Local IP Hostname: chef Search List (optional)
List of domaimss to search in turn for host mame lockap requests,
Default Gatewaay 10.1.2.50 Search List antomatically meludes Local Domam, so that name does not need to be entered agam.
Mail Hub (optional)
Name Resolver 10.1.2.50 o5t name of sendmail buib for emails (see ‘Emnil Warnings to' on Install Commands page).
Local Domain netexsw.com - - .
Interface Configuration
Search List netexsw.com
Convert to FIBER/COPPER
Mail Hub none

Appears ol if thers is 3 fiber MIC imstalled in the sppliane. Allows for confisration of the dsts interface 3 COPPER or FIBER. The settings for
speed and duplex are ignored for a fiber interface. Ths feature is ot applicable to virtual appliances.
Shar Interfaces

Display the current settings of the MGMT and DATA mterfaces.

Interface Configuration Im"rm?c:ff?g&n the DATA and MOGMT interfaces. The MGMT interface is only required if manazsment st be dome over 3 natwark ssparats from the
DATA MGMT || Disable B’é}é ﬁ?‘ﬁiﬁ.nm MGMT interface is configured, it must not be on the same plysical network or VLAMN as the DATA inferface.
1P Address 10.1.5.140 | w1214 ] Disable
Mask 255.255.2550 | |255.255.255.0 | 1P addpe s o dtssble the MGMT siterface
Speed/Duplex Ao v Auto v Mg B metvork sddvess for s inerface.
Flow Control |tuts ¥ | |Ato v |

An TP network mask for this interface.

Speed Duplex
AUTO if the interface may anto-negotiate the network speed and duplex (normal); HALF if it must ron balf-duplexc FULL if it mst o 5ll-
uplex. 1 not AUTO, set the netwark speed m Mesabits/sec.

Flow Control

£ commmmication on this submet requires specific flow control settings, it can be set for Transmt, Receive, both, or none.

‘ Show Interfaces H Interface Apply ‘

Firewall Commands AU

If jumbo frames or other MTU 15 required for this subnet the MTU size m hytes is configurable. 1300 1s normal for most netwaorks. Valid range

is 376 - 16110,
DropMethod [ DENY ¥ | LogOption| DROPPED ¥ |
Firewall Commands
Show Firevaal H Cear Firewall Stats || Firewall Apply | Show Firewall
Display all firewall rules and packst comts
Clear Firewall Stats
Access Control Clear the packet counters to zero
ccess Firewall Apply
Chack 1o sllow socess Enaplement am new rule definitions and/er any changed logsing optious.
DATA PORT Service MGMT PORT DropMethod
v HTTP v Action to be taken for blocked packets
v HTTPS v DENY
) PING ) CTD’rdp the packet and iznars it
O SNMP =2 Drop the packet after sending an ICMP message to the sender.
O SSH 4 LogOption
Controls how mmch firewall information will 2 to the system loz
Access Apply
DROPPED
Ouly log dropped packets.
ACCEPTED
Only log accepted packsts
NOTHING
Do not log any packets. -
- o - EVERYTHING ~
] HTTPS ] Loz all packets.
5] PING 5] Access Control
[Cd) SHMP |
- o Access Apply
Il SSH |+ An apphiance may be made more secure if certam featres/services are not required for a particular site.
Control various tvpes of traffic to thus HyperIP. Check to allow traffic.
Access Apply - These settings do not affect messages passme through this vt to another destmation. .
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The “Site Add/Delete” webpage is used to add information about the sites. The first site definition

on each HyperlP must define itself and you must put this site number into the “Configure this unit
as site #” window.

Site number/Site name (user-defined and unique within the HyperlP
environment)

Primary IPaddr - HyperlIP data interface IP address

Segsize (default is 32768 — may modify after setup tests have been run)
MaxRate (required if there are multiple remote HyperlPs configured)

< HyperIP chef

« C [Y chefnetexsw.com/in dex1.php ]
H ErjP Login: mone  HypsrlP State: running - noAHS Current Version: 6.1.0
gp Host: chef  Key Expiration: 01 Dec 2016 alternate Version: 6.1.0
© 2000-2015 Network Executive Software, Inc.
v Site Add / Delete [Mon, 31 Aug 2015 @ 14:24:41
LOGIN HELP z @
SERVICES fervice Apply
§¥ System Configuration ) 42 chef 10.1.5.140 1] 0 0 32768
HyperIP Configuration 20 ed 101592 0 i o 32768 0
Site Add / Delete o o
Site Edit / Import 41 lois 10.1.5.95 0 0 0 32768 0

Proxies & Intercepts
Bandwidth Schedule
LOCAL | Advanced Configuration
STARTED Maintenance Commands
HALTED | Diagnostic Commands
File Downloads | Uploads
Password Changs

Start Sites || Halt Sites
Gateway Mode

The local site must be added first. Leave AHS fiekis blank for non-AHS sites.
After a local site change the HyperIP service must be (re)started.

Acceleration |ON T This HyperIP is configured as chef (42) 3
‘When an intercept is not active Blocked ¥ Configure this unit as site # 42 noAHS ¥ || Site Apply Confirm delete all
traffic is
Data Interface IP Forwarding | ON T

Gateway Apply

Connection Limits

The maximum number of total connection is 8192 - zero indicates no limit

TCP 0 UDP |0 Total |0
Limits Apply
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The HyperlP “Proxies & Intercepts” webpage is used to configure what traffic destined to the
remote site HyperlP will intercept:

IP addresses or networks utilizing HyperlP
Protocols and ports can be used to further qualify intercepted traffic

Note: Intercepts may use an asterisk wildcard. This wildcard can only be defined on a byte boundary. (Using 10.1.5.* will
match IP addresses 10.1.5.0-10.1.5.255)

5 HyperlP chef

findex1.ohp | =
<« C [ chefnetexsw.com/indexL.php W =
H Efjp Login: mone  HyperIP State: running - noAHS Current Version: 6.1.0
yp Host: chef  Key Expiration: 01 Dec 2016 Alternate Version: 6.1.0
® 2000-2015 Network Exacutive Software, Inc. .
- Proxies & Intercepts [Mon, 31 Aug 2015 @ 14:42:46 ]
LOGIN | Proxies & Intercepts ¥ | HELP -
— select a page —
SERVICES |0 \welcome & Links [ervice Apply | Proxies [0]
il Camards [ SitcName Statc Proxy IPaddrlzport] Dest IPaddr —Protocols —Acion |
System Configuration SELECT- ¥ . T =
HyperIP Configuration =H : ALl
Site Add / Delete SELECT- ¥ aLl- v
Site Edit / Import SELECT- ¥ TR v
Proxies & Intercepts =H ALl
Bandwidth Schedule -SELECT- ¥ : -ALL- v
LOCAL | Advanced Configuration
STARTED Maintenance Commands Proxy Apply | Confirm delete all
HALTED | Diagnostic Commands
File Downloads [ Uploads
Password Change Intercepts [1]
[ Start Sites || Halt Stes | 1 fois A 10.1.5.188: 10.1.5.101: T -none- ¥
i |__ID___SiteName _____SourcelPl:port] __________DestlP[:port] ______Protocols _Fwd at Limit? |
SELECT- ¥ : : AL v
Acceleration |ON_ ¥ -SELECT- ¥ -ALL- hd
When an intercept is not active v SELECT- ¥ AL M
trafic s | D00 SELECT- ¥ -ALL- v
Data Interface TP Forwarding | ON ¥ SELECT- ¥ -ALL- v
-SELECT- ¥ -ALL- v
Gateway Apply -SELECT- ¥ AL v
Connection Limits SELECT- ¥ AL d
SELECT- ¥ -ALL- v
The masimen number of ot connacion s 5182 - 2218 ndizees na it = AL
-SELECT- ¥ 5 3 -ALL- ¥
TCP |0 ube o Tetal |0 Tntercapt Apply |  Confirm delete all
Limits Apply
e e s
1 list of indviduzls (2.0 101213, :
£33 ¥ - isabied beceuse 5
on list e, all but isted (*-44,55,66) 1 b sta
- 3 piazpron range (1111222 {rore] - rphaned and raciue
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